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Abstract

In this paper, we argue that servers can be sent to homes
and office buildings and used as a primary heat source.
We call this approach the Data Furnace or DF. Data Fu-
rances have three advantages over traditional data cen-
ters: 1) a smaller carbon footprint 2) reduced total cost
of ownership per server 3) closer proximity to the users.
From the home owner’s perspective, a DF is equivalent
to a typical heating system: a metal cabinet is shipped to
the home and added to the ductwork or hot water pipes.
From a technical perspective, DFs create new opportuni-
ties for both lower cost and improved quality of service,
if cloud computing applications can exploit the differ-
ences in the cost structure and resource profile between
Data Furances and conventional data centers.

1 Introduction

Cloud computing is hot, literally. Electricity consumed
by computers and other IT equipment has been sky-
rocketing in recent years, and has become a substantial
part of the global energy market. In 2006, the IT in-
dustry used 61 Billion kWh electricity (or 3% of total
energy consumption in the U.S.), and is the fastest grow-
ing industrial sector [9]. Energy efficiency is not only
important to reduce operational costs, but is also a mat-
ter of social responsiblity for the entire IT industry. The
emergence of cloud computing, online services, and dig-
ital media distribution has lead to more computing tasks
being offloaded to service providers and increasing de-
mand on datacenters infrastructure. For this reason, it is
not surprising that data center efficiency has been one of
the focuses of cloud computing and data center design
and operation.

In this paper, we argue that the problem of heat gen-
eration can be turned into an advantage: computers can
be placed directly into buildings to provide low latency
cloud computing for its offices or residents, and the heat

that is generated can be used to heat the building. This
approach improves quality of service by moving storage
and computation closer to the consumer, and simultane-
ously improves energy efficiency and reduces costs by
reusing the electricity and electrical infrastructure that
would normally be used for space heating alone.

Physically, a computer server is a metal box that con-
verts electricity into heat1. The temperature of the ex-
haust air (usually around 40-50°C) is too low to re-
generate electricity efficiently, but is perfect for heating
purposes, including home/building space heating, cloth
dryers, water heaters, and agriculture. We propose to
replace electric resistive heating elements with silicon
heating elements, thereby reducing societal energy foot-
print by using electricity for heating to also perform com-
putation. The energy budget allocated for heating would
provide an ample energy supply for computing. For ex-
ample, home heating alone constitutes about 6% of the
U.S. energy usage 2. By piggy-backing on only half of
this energy, the IT industry could double in size without
increasing its carbon footprint or its load on the power
grid and generation systems.

Technological and economical trends also make en-
ergy reuse a promising direction. After years of devel-
opment of cloud computing infrastructure, system man-
agement capabilities are getting mature. Servers can be
remotely re-imaged, re-purposed, and rebooted. Virtual
machine encapsulation ensures certain degree of isola-
tion. Secure executions on untrusted devices are feasi-
ble. Sensor networks have make high physical security
within reach. At the same time, computers are getting
cheaper, network connectivity is getting faster, yet en-
ergy becomes a scarce resource and its price is on the

1At the same time, some energy is used by the fans to move the air
for cooling and a very small amount of energy is used to drive electrons
or photons on the network interface

2According to the Energy Information Administration (EIA), U.S.
households used 154 billion kWh for home heating, 116 billion kWh
of which goes to the heating element[4]



trend of fast rise.
From a manageability and physical security point of

view, the easiest adopters of this idea are office buildings
and apartment complexes. A mid-sized data center (e.g.
hundreds of killowatts) can be hosted inside the build-
ing and the heat it generates will be circulated to heat
the building. Dedicated networking and physical secu-
rity infrastructure can be built around it, and a dedicated
operator can be hired to manage one or more of them.
Their operation cost will be similar to operating other
urban data centers, and can leverage the current trend to-
ward sealed server containers that are replaced as a unit
to save repair/replacement costs.

As a thought provoking exercise, we push this vision
to the extreme in this paper. We investigate the feasibility
of Data Furances or DFs, which are micro-datacenters,
on the order of 40 to 400 CPUs, that serve as the pri-
mary heat source for a single-family home. These micro-
datacenters use the home broadband network to connect
to the cloud, and can be used to host customer virtual
machines or dedicated Internet services. They are inte-
grated into the home heating system the same way as
a conventional electrical furnace, using the same power
system, ductwork, and circulation fan. Thus, DFs reduce
the cost per server in comparison to conventional data
centers by leveraging the home’s existing infrastructure,
and precluding the cost of real estate and construction of
new brick and mortar structures. Furthermore, they natu-
rally co-locate computational power and storage close to
the user population.

DFs are managed remotely and do not require more
physical maintenance than conventional furnaces. The
cloud service operators may further incentivize the host
families by providing free heat in exchange for occasion
physical touches such as replacing air filters and, in ex-
treme cases, turning on/off servers.

Previous studies also suggest bringing micro-
datacenters close to the users, including the idea of
renting condos to host servers [3] and to use home
routers as a nano-datacenter for content caching [10]. In
this paper, we suggest that a quantum leap is achieved
when this idea scaled to the size of a furnace; at this
scale, the micro-datacenter cannot only leverage existing
residential infrastructure for power, networking, and air
circulation, but it can also reuse the energy that would
otherwise be consumed for home heating.

In the rest of the paper, we first compare the cost
of Data Furances versus building and operating conven-
tional data centers, by analyzing the heating demand in
various climate zones to understand the capacity and uti-
lization requirements. Then, in Section 3 we discuss
what kind of services can run on DFs given different in-
vestment levels. Finally, we discuss technical challenges
including security, power management and system man-

Climate Zones Locations
Outdoor Temperature
< 21°C > 35°C

Zone 1 Minneapolis, MN 82.20% 0.11%
Zone 2 Pittsburgh, PA 82.46% 0.00%
Zone 3 Washington, D.C. 77.22% 0.13%
Zone 4 San Francisco, CA 96.44% 0.00%
Zone 5 Houston, TX 46.51% 0.15%

Table 1: Representative locations used in simulations

Figure 1: Average monthly heating rate across the year

agement.

2 Home Heating with Data Furances

In this section, we evaluate the financial viability of Data
Furances from the perspective of cloud service providers.
Because DFs serve as a primary heat source in homes, we
first perform a simulation study to understand the heating
demands for a single family house across the climatic
zones in the U.S.. Based on the results, we discuss the
expected savings if DFs were used in each zone. We use
ballpark figures and back-of-the-envelope calculations;
the exact numbers depend on the specific households and
data centers under consideration.

DFs reduce the total cost of conventional datacenters
in three main ways. First, much of the initial capital in-
vestment to build the infrastructure for a datacenter is
avoided, including real estate, construction costs, and the
cost of new power distribution, networking equipment,
and other facilities. A second and related benefit is that
operating costs are reduced. For example, cooling cost
is significant in centralized data centers due to the power
density [13], but DFs have essentially no additional cool-
ing or air circulation costs since the heat distribution sys-
tem in the house already circulates air. Thus, DFs in-
crease the power usage efficiencies (PUE) over conven-
tional datacenters. Finally, the money to buy and operate
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a furnace for home heating is avoided, and can be used
instead to offset the cost of servers: the cloud service
provider can sell DFs at the price of a furnace, and charge
household owners for home heating. By doing this, the
heating cost remains the same for the host family, while
costs are reduced for the cloud service provider.

One disadvantage of DFs is that the retail price of elec-
tricity is usually higher in the residential areas by 10%
to 50% than industrial areas [8]. Another potential dis-
advantage is that the network bandwidth can cost more
in homes if the home broadband link cannot satisfy the
service and a high bandwidth link must be purchased.
Finally, maintenance costs will increase because the ma-
chines will be geographically distributed.

To weigh these advantages and disadvantages, we per-
form a total cost of ownership (TCO) analysis for both
DFs and conventional data centers. The initial and op-
erating cost can change based on climate zone, so we
first measure the actual heating demand for homes us-
ing the U.S. Department of Energy’s EnergyPlus sim-
ulator [2]. This simulator calculates the heating load
(BTU) required each minute to keep a home warm, us-
ing actual weather traces recorded at airports. We sim-
ulate a 1700 square foot residential house that is moder-
ately insulated and sealed with a heating setpoint of 21°C
(70°F). We use weather data of Typical Meteorological
Year 3 (TMY3) [12], and replay the entire year for cities
in each of the five climate zones in the U.S., as listed
in Table 1. The last two columns show the percentage
of time (in minutes granularity) that the outside tempera-
ture is less than 21°C, (thus heating is useful) and that the
outside temperature is greater than 35°C (thus the server
may have to be shut down for thermo protection since
we do not expect cooling the furnace.). The percentage
of time in between is when the servers can be run but the
heat must be pumped outside.

Table 2 summarizes the results of our TCO analysis
for a DF in each climate zone. Row 1 indicates the maxi-
mum heating rate required for the coldest day of the year
in each zone, based on our simulations. Row 2 indicates
the number of servers required in a DF to satisfy these
requirements, assuming a typical server such as the Dell
PowerEdge 1850 consumes 350 W generating 1,194.55
BTU/h heat dissipation [1]. The third row shows the es-
timated home heating cost for each zone, assuming the
consumer pays an amount equal to the cost of operating
either an appropriately sized oil furnace in Zones 1 and
2, or a heat pump in Zones 3, 4 and 5. This number is
calculated based on the data in Figure 1, which shows the
average heating rate required for each month in each cli-
mate zone, as determined by our simulations. The actual
home heating cost certainly varies based on the heating
technology and thermostat setting. This is the incentive
to the host family that the cloud operator can claim.

The fourth row shows the income per year from sell-
ing the DF to the consumer, assuming the consumer pays
$4000 for a comparably sized heat pump or furnace.
Based on the electricity price data, the fifth row shows
the increased cost of electricity for the data center owner,
due to residential electricity rates being higher than com-
mercial electricity rates; we assume that the residential
electricity rate in the U.S. is $0.10/kWh while the indus-
trial rate is $0.05/kWh. The sixth and seventh rows indi-
cate the cost per DF for each zone, and the cost per server
based on the number of servers in each zone. These num-
bers represent overhead costs and do not include the costs
of the servers themselves, since those costs must also be
paid in a conventional data center. The eighth row indi-
cates the optional cost of upgrading the network link at
the home to a T1, which is assumed to cost $2,640 for
the home per year. In all regions, the overhead cost is
less than $90 per server per year.

In comparison, the overhead cost per server per year
for a conventional datacenter is approximately $400.
This cost is taken from James Hamilton’s spreadsheet
analysis [5], which estimates the cost of running a data-
center of over 45,000 servers, using a 3-year server amor-
tization and a 15-year facilities amortization. These over-
head costs include construction for a brick and mortar
building, network equipment, cooling costs, and other
equipment and operational costs that are not needed for
DFs. Based on these numbers, the last row of Table 2
indicates the cost savings per server per year of running
a DF, in comparison to a conventional datacenter. These
savings would be higher for data centers that run appli-
cations that do not necessitate an upgrade to the network
connection, or when comparing to urban data centers that
pay more for electricity and real estate.

Designed correctly, Data Furances may not require
frequent touch for maintenance. Studies have shown that
on average 9% servers fail in 14-month of operation [11].
In other industries, the cost to roll a truck is approxi-
mately $100 per maintenance visit, which is only nec-
essary for a Data Furnace when a few physical failures
occur that cannot be managed remotely. Even if these
occur three times per year, it is an amortized cost of less
than ten dollars per server per year and therefore does not
substantially change the TCO analysis.

3 Types of Service

The overhead costs for Data Furances are very small
compared to centralized mega datacenters, but the true
value proposition depends on the types of services it can
provide. DFs will present both opportunities and chal-
lenges for cloud computing services. One one hand, DFs
can improve performance for many applications because
they are close to areas of high population density. On
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Zone 1 Zone 2 Zone 3 Zone 4 Zone 5

Heating Requirements
Sizing for coldest day of year (BTU/h) 133,790 136,179 120,650 54,949 44,198
Number of 350W Servers in Furnace 112 114 101 46 37

Est. normal home heating cost $2956.9 $2090.3 $2450.0 $1499.5 $711.0

Amortized cost/gain Income from selling DF -$400.0 -$400.0 -$400.0 -$400.0 -$400.0
(per furnace per year) Cost increase due to residential rates $9525.4 $6733.6 $5742.7 $3514.9 $1666.5

Amortized overhead expense per server per year $81.5 $55.56 $52.9 $67.7 $34.2

Optional Cost
Amortized network upgrade per server $22.0 $21.6 $24.4 $53.5 $66.5

(per year)

Savings per server per year $298.1 $324.4 $324.3 $280.4 $300.9
(compare to $401.6 per server for conventional DC)

Table 2: Cost benefit to run a DF over a conventional datacenter (from the perspective of cloud service provider)

the other hand, the new cost structure for bandwidth and
energy may make DFs less attractive for other types of
applications. We envision at least three classes of DFs,
as described below:

Type A: Low-cost seasonal DFs
The least expensive DFs will use the existing home

broadband connection and will perform computation pre-
dominantly when the house needs heating (e.g. at nights
or during winters), providing seasonal computing capac-
ity with almost no operational cost. These low-cost DFs
can also reduce initial costs by using recycled, older
models of servers – hundreds of thousands of which are
decommissioned from existing datacenters every year to
make space for servers with latest hardware technology.
These older servers are often less energy efficient and
less cost effective in a conventional datacenter, but ideal
for providing heat and maintaining basic disk and net-
work operations year-round. Because of the population
distribution on the planet, the computing capacity of this
class of DFs will be skewed toward the northern hemi-
sphere’s winter months. Despite their bandwidth-limited
and seasonal nature, Type A DFs can still support a wide
range of services. For example, many delay-tolerant
batch jobs can be performed opportunistically, such as
non-real-time web crawling, content indexing, and the
processing of large scientific data sets (e.g. astronomical
data, genome sequencing operations, and SETI@Home).
Type A DFs can also help developing communities, so-
cietal services, hobbiests, and other organizations look-
ing for extremely low cost computing resources. Finally,
governments currently subsidize home heating for devel-
oping communities 3 . With the same fund, Type A DFs
can have extended operation time for education, scien-
tific, and social services, doubling the benefits.

Type B: Low-bandwidth neighborhood DFs
A lower-cost DF can also operate year-round using
3e.g. Wisconsin Home Energy Assistance Program (WHEAP)

(http://homeenergyplus.wi.gov/category.asp?
linkcatid=239&linkid=118)

the broadband channel of the home instead of upgrading
the network link, thereby supporting typical computation
loads but with a relatively slow egress link. The least ex-
pensive cable modem package from Comcast today pro-
vides 12 Mbps download and 2 Mbps upload speed, in
comparison to a conventional data center, which may
have a 10 Gbps link (shared among hundreds of thou-
sands of machines). This new resource profile makes fi-
nancial sense for DFs, particularly in warmer climates,
where it will reduce overhead costs by up to 80% per
server, as shown in Table 2. Despite bandwidth limi-
tations, Type B DF can nevertheless provide high qual-
ity computing services due to geographic proximity to
the customers. For example, Internet television services
and on-line video rental services could use pre-fetching
based on local programming schedules or video queues
of people in the local vicinity. Similarly, location-based
services such as map serving, traffic estimation, local
navigation, and advertisements for local stores are typi-
cally requested by customers from the local region. Net-
work latency can be reduced by creating more data cen-
ters closer to customers [7], particularly for cloud appli-
cations such as E-mail, multimedia distribution [3, 10],
and low-hit rate Web pages and services that are delay
tolerant, embarrassingly distributable, and/or can benefit
from large-scale replication and geo-distribution.

Type C: Eco-friendly urban DFs .
Closest to the current operation modes, high-end DFs

will upgrade the communication link at the home to FiOS
or a T1, and can operate year-round even when heat is
not needed in the home by pumping excess heat directly
outside. This is particular promising for business build-
ings and apartments. Having comparable resources per
server, these DFs would give service providers the abil-
ity to expand into urban areas more quickly and easily
without urban real estate and infrastructure expenses, as
long as the application scale to the number of servers. On
the other hand, Type C DFs also present new challenges.
First, summer operation costs more because higher elec-
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tricity rates are not compensated by sale of heat. How-
ever, this additional cost would be marginal compared to
the cost advantages of DFs, especially since many data
centers only have about 20% server utilization anyway.
Furthermore, urban areas present opportunities for larger
DFs in commercial buildings, business parks, and apart-
ment complexes where lower commercial energy rates
are available and where the larger heating units have an
energy footprint close to containerized datacenters that
are used for edge services. A second challenge is that
DFs may break large services into many small pieces,
thereby introducing a different granularity to perform
massively distributed computations, like MapReduce.

4 Technical Challenges

Despite the facts that server hardware is getting more ro-
bust and less sensitive to operation conditions, and that
cluster-level management software is getting mature, DF
present new unique challenges due to its distribution in
residential households, including:

Isolation: DFs use the existing power and network in-
frastructure of a normal residence or business, and they
must not affect normal building operations. A DF must
monitor and react to the total power and broadband usage
of its hosts in order not to exceed capacity (e.g. 24kW
and 12Mbps for a typical home in Seattle), and cloud ser-
vices must be designed to accommodate this low-priority
operation.

Security: One difference between DFs and dedicated
datacenters is the challenge of physical security, and DFs
should be treated as being in the most insecure environ-
ment. For example, each server should have an individ-
ual tamper proofing device, such as a networked sensor.
This will allow them to be individually swapped out by
the hosting party only when necessary (e.g. due to un-
recoverable device failure). Furthermore, all stored data
and network traffic must be encrypted. Software running
on the servers should be sandboxed and secured from the
hosting party.

Zero-touch management: Automated solutions ex-
ist for monitoring server and network health, remotely
re-purpose and re-image machines, and remotely diag-
nose faults and power cycle machines (e.g. [6]). How-
ever, without dedicated system operators and in a resi-
dential environment, DFs require high heating reliability
and zero-touch management. Even at the event of soft-
ware failure, the system should continue to provide heat
until receiving physical services.

5 Conclusion

With continuously increasing demand for computing, the
community must explore novel ways to expand comput-
ing capacity without increasing financial burden and en-
ergy costs. Data Furances will reuse the facilities and
energy already allocated for heating purposes to provide
computing services with low cost and energy footprint.
In this paper, we focus on homes as an illustrating exam-
ple, but a similar approach could be used to heat water
tanks, office buildings, apartment complexes, vegetable
farms, and large campuses with central facilities.
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